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Abstract: A recommended practice for applying the Distributed Simulation Engineering and 
Execution Process (DSEEP) to the development and execution of distributed simulation 
environments that include more than one distributed simulation architecture is described. The 
distributed simulation architectures to which the recommended practice applies include 
Distributed Interactive Simulation (DIS), High Level Architecture (HLA), and Test and Training 
Enabling Architecture (TENA). The DSEEP Multi-Architecture Overlay (DMAO) identifies and 
describes multi-architecture issues and provides recommended actions for simulation 
environment developers faced with those issues. The DMAO also augments the DSEEP lists of 
inputs, recommended tasks, and outcomes with additional inputs, recommended tasks, and 
outcomes that apply to multi-architecture simulation environments. This document is an overlay to 
the DSEEP, which is a separate recommended practice. 
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Introduction 

This introduction is not part of IEEE Std 1730.1-2013, IEEE Recommended Practice for Distributed Simulation 
Engineering and Execution Process Multi-Architecture Overlay (DMAO). 

Modeling and simulation (M&S) has long been recognized as a critical technology for managing the 
complexity associated with modern systems. In many industries, M&S is a key enabler of many core 
systems engineering functions. For instance, early in the systems engineering process, relatively coarse 
constructive models are generally used to identify capability gaps, define systems requirements, and 
examine/compare potential system solutions. As preferred concepts are identified, higher-fidelity models 
are used to evaluate alternative system designs and to support initial system development activities. As 
design and development continues, very high fidelity models are used to support component-level design 
and development as well as developmental test. Finally, combinations of live, virtual, and constructive 
M&S assets are frequently used to support operational test and training requirements. 

The advent of modern networking technology and the development of supporting protocols and 
architectures have led to widespread use of distributed simulation. The strategy behind distributed 
simulation is to use networks and support simulation services to link existing M&S assets into a single 
unified simulation environment. This approach provides several advantages as compared to development 
and maintenance of large monolithic stand-alone simulation systems. First, it allows each individual 
simulation application to be co-located with its resident subject matter expertise rather than having to 
develop and maintain a large stand-alone system in one location. In addition, it facilitates efficient use of 
past M&S investments because new, very powerful simulation environments can be quickly configured 
from existing M&S assets. Finally, it provides flexible mechanisms to integrate hardware and/or live assets 
into a unified simulation environment for test or training, and it is much more scalable than stand-alone 
systems. Examples of hardware and/or live assets are stimulators, live platforms, operational (command 
and control) systems, field instrumentation, and tracking devices. 

There are also disadvantages of distributed simulation. Many of these issues are related to interoperability 
concerns. Interoperability refers to the ability of disparate simulation systems and supporting utilities (e.g., 
viewers, loggers) to interact at runtime in a coherent fashion. Many technical issues affect interoperability, 
such as consistency of time advancement mechanisms, compatibility of supported services, data format 
compatibility, and even semantic mismatches for runtime data elements. 

Distributed simulation environments may involve the integration of hardware and/or live assets, and such 
integration creates additional issues. Examples of technical issues that are a consequence of integrating 
hardware and/or live assets include hard real-time execution; the mix of ground-truth (simulation) data with 
non-ground-truth (operational or live) data; and time, space, and position information (TSPI) updates. 

The capabilities provided by today’s distributed simulation architectures are designed to address such 
issues and allow coordinated runtime interaction among participating simulations. Three distributed 
simulation architectures are in common use in the M&S community and will be explicitly mentioned in this 
recommended practice, although these guidelines are not limited to those architectures. The widely used 
architectures are Distributed Interactive Simulation (DIS) as defined by the IEEE 1278™ family of 
standards, High Level Architecture (HLA) as defined by the IEEE 1516™ family of standards, and the Test 
and Training Enabling Architecture (TENA) used on test and training ranges. Associated with each of these 
simulation architectures is a systems engineering process for developing distributed simulation systems 
using that architecture. These processes, while individually effective, have been developed separately with 
the technical features, supporting facilities, and user community requirements of a specific architecture in 
mind and consequently are different from each other in both large and small ways. 

In some situations, sponsor requirements may necessitate the selection of simulations, interfaces to live 
systems, and data collectors whose external interfaces are aligned with more than one simulation 
architecture. These situations lead to what is known as a multi-architecture simulation environment. When 
more than one simulation architecture is used in the same simulation environment, interoperability 
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problems are compounded by the architectural differences. For such simulation environments to operate 
properly, reconciling middleware incompatibilities, dissimilar metamodels for data exchange, and 
differences in the nature of the services that are provided by the architectures is necessary. Developers have 
devised many different workarounds for these types of interoperability problems over the years. One 
possible solution is to choose a single architecture for the simulation environment and require all 
participants to modify the native interfaces of their applications to conform to it. While this solution is 
relatively straightforward and easy to test, it is usually impractical (particularly in large applications) 
because of the high cost and schedule penalties incurred. Another approach is the use of gateways, which 
are independent software applications that translate between the protocol used by one simulation 
architecture to that of a different simulation architecture (see Figure A). While effective, gateways 
represent another potential source of error (or failure) within the simulation environment, can introduce 
undesirable latencies into the system, and add to the complexity of simulation environment testing. In 
addition, many gateways are legacy point solutions that provide support only for a very limited number of 
services and only for very specific versions of the supported simulation architectures. Thus, it may be 
difficult to find a suitable gateway that fully supports the needs of a given application. For the relatively 
small number of general-purpose gateways that are configurable, the effort required to perform the 
configuration function can be significant and can result in excessive consumption of project resources. 
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Figure A—Gateway configuration 

The use of middleware is a similar approach but provides the translation services in software directly 
coupled to the simulation instead of an independent applicationa (see Figure B). While middleware 
approaches are also effective, they introduce many of the same technical issues that are associated with 
gateways (e.g., source of error, possible latency penalties). In general, all of these “solutions” have 
limitations and cost implications that increase technical, cost, and schedule risk for multi-architecture 
developments. 
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Figure B—Middleware configuration 

                                                 
a Note that this use of the term “middleware” is different in some user communities, who may use this term to refer to the 
infrastructure elements that provide distributed simulation services [e.g., the HLA runtime infrastructure (RTI)]. 
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Many technical issues arise when multi-architecture simulation environments are being developed and 
executed. These issues tend to increase program costs and can increase technical risk and impact schedules 
if not resolved adequately. One widely reported and particularly vexing issue concerns the situation where 
users from different architecture communities are brought together to develop a single multi-architecture 
distributed simulation environment, but the differences in the development processes native to each 
architecture lead to misunderstandings, misinterpretations, and general confusion among team members. 
This situation impacts risk from many different perspectives and creates a persistent barrier to effective 
collaboration. An effective solution to this problem is to establish a common systems engineering process 
for the development and execution of multi-architecture simulation environments. 

Many process standards already exist in the systems and software engineering communities. Rather than 
develop an entirely new process standard for multi-architecture simulation environments, leveraging and 
extending an existing standard seems to be much more efficient and to avoid the creation of potentially 
competing and conflicting products. While the principles that underlie existing systems and software 
standards (e.g., EIA-632, ISO/IEC 15288b) are certainly applicable, direct reuse of any process standard 
outside of the M&S domain would require a significant degree of tailoring. A more effective choice would 
be to select an existing distributed simulation engineering process standard, preferably one that is 
independent of any individual simulation architecture. The Distributed Simulation Engineering and 
Execution Process (DSEEP) document, IEEE Std 1730™, fits that requirement and provides a suitable 
choice for the desired multi-architecture process framework.c 

The DSEEP is a generalized systems engineering process for building and executing distributed 
simulation environments, independent of the underlying simulation architecture. Intended as a high-level 
framework for simulation environment construction and execution, the DSEEP is the successor of 
architecture-dependent engineering processes, e.g., concerning HLA (IEEE Std 1516.3™ [B47]) or DIS 
(IEEE Std 1278.3™ [B42]).d 

The DSEEP represents a tailoring of best practices in the systems and software engineering communities to 
the M&S domain and, in particular, to the development and execution of distributed simulation 
environments. The DSEEP is simulation architecture neutral, but it does contain annexes that map this 
architecture-neutral view to DIS, HLA, and TENA terminology. A top-level view of the DSEEP is 
provided in Figure C. 

 
Figure C—DSEEP top-level process flow view 

A short description of each of these seven major steps follows: 

Step 1: Define simulation environment objectives. The user, the sponsor, and the development/integration 
team define and agree on a set of objectives and document what is to be accomplished to achieve those 
objectives. 

                                                 
b ANSI/EIA-632-1999, An aggregation of end products and enabling products to achieve a given purpose, and ISO/IEC 15288-2008, 
Systems and software engineering — System life cycle processes. 
c Information on references can be found in Clause 2. 
d The numbers in brackets correspond to the numbers in the bibliography in Annex A. 
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Step 2: Perform conceptual analysis. The development team performs scenario development and 
conceptual modeling and develops the simulation environment requirements based upon the characteristics 
of the problem space. 

Step 3: Design simulation environment. Existing member applications that are suitable for reuse are 
identified; design activities for member application modifications and/or new member applications are 
performed; required functionalities are allocated to the member applications; and a plan is developed for 
development and implementation of the simulation environment. 

Step 4: Develop simulation environment. The simulation data exchange model (SDEM) is developed; 
simulation environment agreements are established; and new member applications and/or modifications to 
existing member applications are implemented. 

Step 5: Integrate and test simulation environment. All necessary integration activities are performed, and 
testing is conducted to verify that interoperability requirements are being met. 

Step 6: Execute simulation. The simulation environment is executed and the output data from the execution 
is preprocessed. 

Step 7: Analyze data and evaluate results. The output data from the execution is analyzed and evaluated, 
and results are reported back to the user/sponsor. 

In the DSEEP document, each of these seven steps is further decomposed into a set of interrelated lower-
level activities. Each activity is characterized according to a set of required activity inputs, one or more 
activity outcomes, and a list of recommended specific tasks. Although these activity descriptions are 
identified in a logical sequence, the DSEEP emphasizes that iteration and concurrency are to be expected, 
not only across activities within a step but across steps as well. 

Although the DSEEP provides the guidance required to build and execute a distributed simulation 
environment, the implicit assumption within the DSEEP is that only a single simulation architecture is 
being used. The only reference to multi-architecture development in the DSEEP is provided in the 
following paragraph from DSEEP Activity 3.2 (design simulation environment): 

“In some large simulation environments, it is sometimes necessary to mix several simulation architectures. 
This poses special challenges to the simulation environment design, as sophisticated mechanisms are 
sometimes needed to reconcile disparities in the architecture interfaces. For instance, gateways or bridges 
to adjudicate between different on-the-wire protocols are generally a required element in the overall design, 
as well as mechanisms to address differences in SDEMs. Such mechanisms are normally formalized as part 
of the member application agreements, which are discussed in Step 4.” (IEEE Std 1730)e 

Clearly, additional guidance is necessary to support the development of multi-architecture simulation 
environments. However, the major steps and activities defined in the DSEEP are generally applicable to 
either single- or multi-architecture development. Thus, the DSEEP provides a viable framework for the 
development of the desired process, but it should be augmented with additional tasks as necessary to 
address the issues that are unique to (or at least exacerbated by) multi-architecture development. Such 
augmenting documentation is often referred to as an overlay. This document, IEEE Std 1730.1, constitutes 
such an overlay to the DSEEP, i.e., the DSEEP Multi-Architecture Overlay (DMAO). 

In summary, the strategy implemented in this DMAO is to augment the major DSEEP steps and activities 
with the additional tasks needed to address the issues that are unique to (or at least exacerbated by) multi-
architecture development. These tasks collectively define a “how to” guide for developing and executing 
multi-architecture simulation environments, based on recognized best practices. 

                                                 
e Throughout the document, text quoted directly from the DSEEP (IEEE Std 1730-2010) is both enclosed in quotation marks and 
highlighted with gray shading. 
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IEEE Recommended Practice for 
Distributed Simulation Engineering 
and Execution Process 
Multi-Architecture Overlay (DMAO) 

IMPORTANT NOTICE: IEEE Standards documents are not intended to ensure safety, security, health, 
or environmental protection, or ensure against interference with or from other devices or networks.  
Implementers of IEEE Standards documents are responsible for determining and complying with all 
appropriate safety, security, environmental, health, and interference protection practices and all 
applicable laws and regulations. 

This IEEE document is made available for use subject to important notices and legal disclaimers.  
These notices and disclaimers appear in all publications containing this document and may  
be found under the heading “Important Notice” or “Important Notices and Disclaimers  
Concerning IEEE Documents.” They can also be obtained on request from IEEE or viewed at 
http://standards.ieee.org/IPR/disclaimers.html. 

1. Overview 

A recommended practice for applying the Distributed Simulation Engineering and Execution Process 
(DSEEP) to the development and execution of distributed simulation environments that include more than 
one distributed simulation architecture is described. Distributed simulation architectures covered include 
Distributed Interactive Simulation (DIS), High Level Architecture (HLA), and Test and Training Enabling 
Architecture (TENA). This document identifies and describes multi-architecture issues; provides 
recommended actions for simulation environment developers faced with those issues; and augments the 
DSEEP lists of inputs, recommended tasks, and outcomes. 

The DSEEP Multi-Architecture Overlay (DMAO) (IEEE Std 1730.1) is intended as a companion guide to 
the DSEEP (IEEE Std 1730™-2010).1 The simulation environment user/developer should assume that the 
guidance provided by the DSEEP is applicable to both single- and multi-architecture developments. The 
DMAO provides the additional guidance needed to address the special concerns of the multi-architecture 
user/developer. In other words, the DMAO does not replace the DSEEP for multi-architecture simulation 
environment development, it augments the DSEEP. 

                                                 
1 Information on references can be found in Clause 2. 
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1.1 Scope 

This document defines the issues that are either unique to or exacerbated by the use of multiple simulation 
architectures in the same simulation environment, along with recommended actions for properly addressing 
these issues. The DSEEP (IEEE Std 1730) provides the overarching process framework. The alignment of 
DSEEP activities with those additional tasks necessary to address the multi-architecture concerns 
collectively define a “how to” guide for developing and executing multi-architecture simulation 
environments, based on industry best practices. 

2. Normative references 

The following referenced documents are indispensable for the application of this document (i.e., they must 
be understood and used, so each referenced document is cited in text and its relationship to this document is 
explained). For dated references, only the edition cited applies. For undated references, the latest edition of 
the referenced document (including any amendments or corrigenda) applies. 

IEEE Std 1730-2010, IEEE Recommended Practice for Distributed Simulation Engineering and Execution 
Process (DSEEP).2, 3 

3. Definitions, abbreviations, and acronyms 

For the purposes of this document, the following terms and definitions apply. The IEEE Standards 
Dictionary Online should be consulted for terms not defined in this clause.4 

3.1 Definitions 

“conceptual model: An abstraction of what is intended to be represented within a simulation environment, 
which serves as a frame of reference for communicating simulation-neutral views of important entities and 
their key actions and interactions. The conceptual model describes what the simulation environment will 
represent, the assumptions limiting those representations, and other capabilities needed to satisfy the user’s 
requirements. Conceptual models are bridges between the real world, requirements, and design.” 
(IEEE Std 1730)5 

constructive simulation: Models and simulations that involve simulated people operating simulated 
systems. Real people stimulate (make inputs) to such simulations but are not involved in determining the 
outcomes. 

issue: A concern, such as a situation within a development process or a technical element of an 
architecture, from which obstacles to achieving the objectives of the simulation environment may arise. 

live simulation: A simulation involving real people operating real systems. 

                                                 
2 IEEE publications are available from The Institute of Electrical and Electronics Engineers, 445 Hoes Lane, Piscataway, NJ 08854, 
USA (http://standards.ieee.org/). 
3 This IEEE document is a trademark of The Institute of Electrical and Electronics Engineers, Inc. 
4IEEE Standards Dictionary Online subscription is available at 
http://www.ieee.org/portal/innovate/products/standard/standards_dictionary.html. 
5 Throughout the document, text quoted directly from the DSEEP (IEEE Std 1730-2010) is both enclosed in quotation marks and 
highlighted with gray shading. 
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